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A procedure for control with a guide (1 -31, yielding a solution, stable with 
respect to small data disturbances, of game problems of dynamics is proposed 

for a class, more general in comparison with [l -31, of conflict-controlled 
systems, i. e., systems requiring uniqueness of the program motions and their 

uniform boundedness. The terminology and notation follow [Z]. 

1. Let the conflict-controlled system 

2’ = f (t, 5, u, u), u E P, v Cz Q, z (&I) = to (1.1) 

(to Q t .< 6, 5 is the n -dimensional phase vector, u and u are, respectively, 
the controls of the first and second players, P and Q are compacta in finite-dimen- 
sional Euclidean spaces, f is a continuous function) satisfy the conditions: 

a) the program motion J: (t, to, X4:, W.)), t0 < t < 6, exists and is unique 
for any initial position (to, ST*} and any program control q(.) ; 

b) the set of all program motions from positions {to. x0}, 11 xyc I( < K (11 - 11 
is the Euclidean norm), is uniformly bounded for any K > 0 . 

Let closed sets M, N C Iinil be given (later on Mte and Nt” denote the 

E -neighborhood of sets {x 1 {t, x} E M} and {x 1 {t, x} E N}, respectively) 
and let the first player be faced with the problem of the encounter of system (1.1) 
with M inside N before the instant 6. The first player has the following data cap- 

acity. At each current instant t the first player measures the phase state x (t) of 
system (1. l), but not exactly: The measurement’s outcome (signal) y (t) is related 

to x (t) by II x (t) - Y (t> II < Y . In addition, in parallel with the motion of 

system (1.1) the first player works out and exactly measures the motion of the control 

system, viz., the guide 

w’ = f (t, w, u*, u*) (1.2) 
2’ = j(t, y, u*, v*) 

(1.3) 
u* Cz P, v*EQ, YER~ 

The choice of the initial state of system (1.2) - (1.3) also is at the first player’s dis- 
posal. The first player’s control procedure for system (1.1) within the framework of 
this data capacity is called the (first player’s) procedure of control with a guide. 

Let us consider the case when mixed controls, viz., probability (Borei, regular) 

measures i_r on P , are admissible as the first player’s controls. The control proce- 
dure S* corresponding to this case is called a procedure of control with a guide in 

mixed controls and is specified by the set 

P * = (w*, p-O WI t, Yt41 v* @I& Y,@, pLt* vu I w*, t,, t*v)) (1.4) 
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in brief notation S* +p*. Here w* is a closed 
contained in N and terminating on M by the instant 

ii -stable (relative to M Ibridge 

6; P0 W I 4 !I, 4 and _. _ 
Y* (&I 1 t, y, z) are, respectively, the mixed controls of the first and second play- 

ers, such that 

min max 
tJ=W VEW ss (Y - 2)’ f (t7 Y 9 UT v) p (du) y (dv) 

PO 

pLt* w I %, t,, t*, Y) is the first player’s mixed control, measurable in t , with 
the following property: for any {t*, w*} E W*, t* > t,, and mixed control v* 
of the second player the solution w (t) of the differential equation 

w’ = 
ss ( f t, w, U, V) pt* (du I w*, t,, r*, v*) v* (du) 
PQ 

w (&) = w* 

satisfies the condition {t, w (t)} E W*, t, < t < t*, if T = {Z E It,, t*l 
I k w 6)) = MI is empty and the condition {t, w (t)} E W*, t, < t < 

min T otherwise; we note that the existence of pt* (du I w*, t,, t*, v) follows 

from the properties of W*. 
A motion corresponding to the control-with-guide procedure in mixed controls 

S* +p* (1.4), to the partitioning 

A = {to = zo < . . . < z, = 6) (1.5) 

of interval [to, fb1 and to data disturbance of magnitude y > 0 is the name given to 
every absolutely continuous function (z (t), w (t), z (t)), to < t < 6, satisfying the 
equalities 

r (to) = 9, w (to) = 2 (to) = wg 

where w. is the point from Wto* = (W 1 {to, WI E w*) clowt to Y(ro), I( y (zo) _ 

zo 11 < Y, and defined on the intervals [zI, ~i+~), i = 0, . . ., m - I, by the cond- 

ition: (x (t), w (t), 2 (t)), zi < t < zi+l, is a solution of the differential equation 

5’ = SS f (C 5, u, v) pi0 (du) vt (du) 
PQ 

w’ zzz SS f (h w, k u) pit* (du) vi* (du) 

z’ = i 
. 
if (ty y (Ti), UT V) pit* (dU) Vi* (dU) 
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vi* (du) = v* (du 1 zi, y (z,), 2 (ZJ) 

II Y bi) - x bi) II =G Y 

l&t* Vu) = pt* vu 1 w @A rir ri+1, vi*) 
Vt is some second player’s mixed control measurable in t . The parameters y (z,), 

ptO (W and (ptt* W, vt* (dull mean, respectively: the signal on the state x (ri) 
of system (1. l), the mixed control constructed by the first player on the basis of data 

(ri, Y (T~)v z (rt)) and applied by him to system (1.1) on the interval [ri, Ti+l) 
and the mixed control produced by the first player on the basis of data (Zi, Zi+r, y (Zi), 
w (ri), z (z,)) and fed into system (1.3) -( 1.4) (whose motion is determined further 

by the control y (zi) , viz., the value of the observed signal) on the interval [z~,z~+~); 
vt is the realization of the second player’s mixed control under the motion of syst- 

em (1.1). 
T h e o r e m 1.1. Let W* be a closed Z-stable bridge contained in N and 

terminating on M by the instant I? and let {to, a!,,} E W*. Then for any e > 0 

we can find 6 > Osuch that every motion (a: (t), w (t), z (t)), to < t < 6, corres- 
ponding to the control-with-guide procedure in mixed controlsS*+p* of (1.4), to part- 

itioning (1.5) of diameter 

d (A) = max {%*+I - Zi 1 i = 0, . . ., ??2 - 1) < 6 

and to data disturbance of magnitude y < 6, satisfies the condition 

z V) E+! Nte, to < t < f < 6, 5 (z) E A!r,e 

As in [l-3], the theorem’s proof follows from the fact that for small d’(A) and 
y the mismatch between motion x (t) and motion w (t) (which by the COtIStNCt- 

ion of controls pit* (du) flows along bridge w* up to the instant of hitting ontoM) 

is small. This fact, in its own turn, follows from the proximity, for small d (A) and 

Y ’ of motions 1~: (t) and z (t) (ensured by the choice of controls pLio (do) and 

vi* (du)) on the basis of the following lemma. 
L e m m a 1.1. For any e > 0 we can find 6 > 0 such that for any program 

controls q.1 and qc.,” and any measurable n -dimensional vector-valued function 

y (t), to < t < 6, the solution (X (t), w (t), z (t)), to < t < 6, of the diff- 
erential equation 

x’ = 
s f (t, 5, u, u) qt’ (du, m 

PxQ 

. 
Z= s f (t, Y (Q, u7 4 rl; vu, w 

PxQ 

II: (to) = x0, w (to) = 2 (to) = wo 

satisfies the condition 

II x V) - w (t) I/ < E, to < t < 6 
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if only 

II x0 - Do II < 6 

II Y V) - 5 (C) II +=Z 6; 11.x (9 - 2 (0 II < 6, co d t < 6 

(The lemma follows from properties a) and b) of system (1.1) and from the weak closed- 
ness and compactness of the set of all program controls), 

N o t e 1. I.. Results similar to thosein[3,4] hold for stochastic control-with-guide 

procedures constructed on the basis of control procedure S* -t-p* of (1.4) (see [3,4y. 

2. Now suppose that the admissible values of the first player’s controls are only 
pure controls, i. e., elements of P . In this case, depending on whether or not the 
condition 

min maxs‘f (t, T, 7.6, u) = max mio s’f (t, X,26, v), t E [lo, Sj, E, s E R” 
zlEP VSZQ 

(2.1) 
a6Z.Q UEP 

on the saddle point in a small game is fulfilled, we use, respectively, a control proce- 
dure in pure controls and a minimax control-with-guide procedure. 

We say that the program control qt is consistent with a Bore1 unction u (u) with 
values in 0 if we can find the first player’s t -measurable mixed control pt (du) 
such that the equality 

1 
PxQ 

g (n, u) t-k (d% dv) = 5 g (rG u (u)) Pt (dn) 

is fulfilled for any ~~~u~s scalar function 6 (u, U) for almost all t EZ fto, @It 
The control-with-guide procedure in pure controls S (the minimax control-with -guide 

procedure in controls S, > is specified by the set 

p = (W, u” (t, y, z), I?* (4 y, 4, p1” (du I WY,, t,:, t”, u)) (2.2) 

(p* = (W*, uOft, y, z), ?.J* (t, y, 2, u), q1” (d% d+& t,, t*, UC!)>) 
(2.3) 

in brief notation s -+- p (s* + Pd. Here w ( w,) is a closed u -stable ( II* 
-stable) bridge contained in N and terminating on M by the instant 6; U’ (E, y, z) 

E P and U* (t, y, .a) EZ Q (n* (t, Y, Z, 1~) E’Q) are such that 

max (y - z)’ f (t, y, IL’ (fl, y, z), u) = min max (y -- 2)’ f (t, y, t&, c) 
VEQ ?LEP UEQ 

min (y - z)‘f (t, y, U, U’rc (t, 2f, 2)) =LT max min (y - 2)’ f (f, y, I[., 2’) 
UtSP VEQ uEP 

((y - :)‘f (1, y, 24, u* (L, y, z, u)) = nln; (?, - z)’ f (t, y, II, v) 

where the function u* (t, y, z, U) is a Bore1 function in u ):t~!* (du 1 IU,_ t,, t*, 
L’) is a measurable control (qt* (du, du 1 w*, t,, t*, 1: ( -)) is a control from 

the weak closure of the set of all program controls consistent with the Bore1 function 
U (a) = u (U) with the following property: for any (t*, U*} E W (it*, we} E 
w,), any h* > t,: and any u* E Q (any Bore1 function U* (ZL) with values in 
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Q ) the solution w (t) of the differential equation 

w’ = s ( f t, w, 24, u*> pt* (du 1 w*, t,, t*, v”) 

(w’ =l;i, f@, w, u, u) qlt* (du, du I w*, t,, t*, u* (-)N 
\ 

w(t*) = w, 

satisfies the condition (t, w (t)} E w ({t, w (t)} E w,), t, < t < t* , if the 

set _T = {z E It,, t*I 1 {z, 10 (T)) Ez Jf) is empty and the condition{r, W (t)} 

E W (it, w (t)} E W,), t, < E <. min T, otherwise: we note that the existence 

of pt* (du 1 w,, t,, t*, u) (qt* (du, dl: 1 w*, t,, t*, u (*>>> foUws from 
the properties of W (IV,) , 

A motion corresponding to the control-with-guide procedure in pure strategies 
s +- p of (2.2) (to the minimax procedure in controls S, + p* of (2.~3))~ to partit- 

ioning (1.5) of interval f.&, *I and to data disturbance of magnitude y > 0 is the 

name given to every absolutely continuous function (ST (t), w (t), 
t < 6,which satisfies the equalities 

e (t)), to < 

2 (&I) = x0, w (to) = 2 (to) = wo 

where w. is the point from Wt, = (w f (to, w} E W} (-from Weto = {W 1 (to, 

4 E W*h II Y (~0) - 50 II < y, and which is defined on the intervals [T~,z~+~), 

i = 0, . . ‘, m - 1 by the condition: (5 (t), W (r), 2 (r)), 7.i < t < T$+~ 
is a solution of the differential equation 

5’ = f (t, 5, z4i”, u (t)) 

u3’ = s f (t, w, u, ui*) pit* (du) 
P 

. 
5 = .I’ f tt, Y h), u, Vi”) /hit* (du) 

P 

ui 
0 

= uo tzit Y tzf>7 z tzi))t ui* = u* tzic Y fzi>v z tri))t 
II Y tzi) - x bt) II < Y 

Pit* tdu) = Pt* ldu 1 w Czi>9 %i, TitI, ui*) 

u (t) is some second player’s t -measurable control 

(j = f (6 5, ni”, u (Q 

w’ C j f (t, w, u, v) qit* (da, dv) 

PxQ 

z’ zzz 
s 

f (t9 y (zi>, us U) %*’ (du, d”) 

PxQ 

l&i* = u” Czit Y tzi)7 z Czi)), IIY tzi) - Tc tzi) Ii < Y 
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Qf* (dU, dU) = qf* (d&v d?.? [ W (Ti), zip zi+l* ui* (‘1) 
vi* 04 = v* o-f, Y @f), z w, 4 

u (t) is some second player’s t -measurable control). The following statements are 
valid. 

T h e o I e m 2. 1. Let condition (2.1) be fulfilled, W be a closed u -stable 
bridge contained in N and terminating on M by the instant 6 and { Ee, ~a} E I%‘. 

Then for any E > 0 we can find 6 > 0 such that every motion (5 (t), w (t), z (t)), 
ta < d < 6, corresponding to the control-with-guide procedure in pure controls 

S -+ p of (2.2), to partitioning (1.5) of diameter d (A) < 6 and to data distur- 

bance of magnitude y < 6, satisfies the condition 

Theorem 2. 2. Let w, be a closed U, -stable bridge contained in N 
and terminating on LW by the instant 6 and {tot CC,,} E W,. Then for any E ) 0 
we can find 8 > 0 such that every motion (z (t), w (t), z (t)), to < t < 6, corres- 
ponding to the minimax control-with-guide procedure in controls ,S, + p* of (2.31, 
to partitioning (1.5) of diameter d (A) < 6 and to data disturbance of magnitude 

y < 6, satisfies condition (2.4). 
N o t e 2. 1. Results analogous to those presented are valid for the second player’s 

evasion problem (opposite to the encounter problem considered). 

The author thanks N. N. Krasovskii, III. S. Osipov and A. I. Subbotin for discuss- 
ion on the paper and for valuable advice. 
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